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Abstract

A nonlinear least squares formulation for the maximum weight clique problem is proposed.
When nonnegativity of variables is relaxed, it becomes possible to enumerate its stationary
points assuming the degeneracy did not occur. It is proved that those stationary points are
sufficient to recognize certain types of maximal cliques.

1 Introduction

Let G(V,E) be a simple undirected graph, V = {1, 2, . . . , n}, E ⊂ V ×V . The adjacency matrix
of G is a matrix AG = (aij)n×n, where aij = 1 if (i, j) ∈ E, and aij = 0 if (i, j) /∈ E. The
set of vertices adjacent to a vertex i ∈ V will be denoted by N(i) = {j ∈ V : (i, j) ∈ E} and
called the neighborhood of the vertex i. A clique Q is a subset of V such that any two vertices of
Q are adjacent. The maximum clique problem asks for a clique of maximum cardinality. This
cardinality is called the clique number of the graph and denoted by ω(G).

One should not confuse maximum cliques with maximal ones. A clique Q is called maximal
if there is no larger clique in the graph having Q as its subset. In other words, there is no vertex
outside Q connected with every vertex of Q by an edge.

Next, we associate with each vertex i ∈ V a positive number wi called the vertex weight.
This way, along with the adjacency matrix AG, we consider the vector of vertex weights w ∈ Rn+.

We also refer to the weighted adjacency matrix A
(w)
G = (a

(w)
ij )n×n defined in [2] as

a
(w)
ij =


wi − wmin, if i = j√

wiwj , if (i, j) ∈ E
0, if i 6= j and (i, j) /∈ E,

(1)

where wmin is the smallest vertex weight existing in the graph. The total weight of a vertex
subset S ⊆ V will be denoted by

W (S) =
∑
i∈S

wi.
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The maximum weight clique problem asks for a clique Q of the maximum W (Q) value. We
denote this value by ω(G,w) and call it the weighted clique number.

Both the maximum cardinality and the maximum weight clique problems are well-known to
be NP -hard [3]. Approximation of large cliques is also hard. It was shown in [4] that unless
NP = ZPP no polynomial time algorithm can approximate the clique number within a factor
of n1−ε for any ε > 0. This bound was tightened in [5] to n/2(logn)

1−ε
. For a survey on maximum

clique see, e.g., [1].
In this note we present a geometric interpretation of the maximum weight clique problem

leading to a nonlinear least squares formulation for it. It is related to the generalized Motzkin-
Straus formulation established in [2].

Throughout the text we denote the i-th standard basis vector (whose i-th entry is one and
all others are zero) by ei, the all-one vector by 1, and the identity matrix (whose columns are
the ei vectors) by I.

2 Clique wrappers

Let us arrange the graph G(V,E) on a certain polytope in Rn. Namely, we put the i-th vertex
at the point vi = 1√

wi
ei. Then the whole graph is drawn on the polytope

∆(w)
n = {x ∈ Rn : zTx = 1, x ≥ 0}, (2)

where z is the vector of vertex weight square roots:

z ∈ Rn : zi =
√
wi. (3)

Each vertex subset S ⊆ V forms an (|S| − 1)-dimensional face of ∆
(w)
n :

F
(w)
S = {x ∈ ∆(w)

n : xi = 0 ∀i ∈ V \ S}.

Throughout the text we will identify S with F
(w)
S .

Consider an n× n matrix H such that hij ≤ zizj .

Proposition 1
∀x ∈ ∆(w)

n : xTHx ≤ 1. (4)

Proof. Since x ≥ 0,

xTHx ≤
∑
i∈V

∑
j∈V

zizjxixj = (zTx)2 = 1.

QED.

That is, xTHx = 1 defines a quadratic surface in Rn “wrapping” the polytope ∆
(w)
n . We

may use such a surface to designate cliques.

Proposition 2 Let hij = zizj if i = j or (i, j) ∈ E, and hij < zizj otherwise; x ∈ ∆
(w)
n . Then

xTHx = 1 if and only if x lies on a clique; otherwise xTHx < 1.
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Proof. Let x lie on a clique Q ⊆ V . Then xi = 0 if i ∈ V \Q and hij = zizj if i ∈ Q and j ∈ Q.
This implies

xTHx =
∑
i∈Q

∑
j∈Q

zizjxixj =

∑
i∈Q

zixi

2

=

(∑
i∈V

zixi

)2

= 1.

In the other case,

xTHx <
∑
i∈V

∑
j∈V

zizjxixj = 1.

QED.

In the considered case the wrapping surface touches ∆
(w)
n at all cliques of the graph G(V,E).

We will say that it defines a clique wrapper

WH(G,w) = {x ∈ Rn : xTHx = 1, zTx = 1}.

The matrix H will be called a wrapping matrix of G(V,E). We choose among these (n − 2)-
dimensional quadratic surfaces a standard one. The standard wrapping matrix H0(G,w) of
G(V,E) is that having entries hij = zizj if i = j or (i, j) ∈ E, and hij = 0 otherwise. The
standard clique wrapper is

W0(G,w) = {x ∈ Rn : xTH0(G,w)x = 1, zTx = 1}.

Obviously, if all vertex weights are ones, H0(G,1) = AG + I. Figure 1 depicts the standard
clique wrapper of unweighted graph P4 (a 4-vertex, 3-edge graph whose edges form the path
1 − 2 − 3 − 4; the axes y represent a vector basis within the hyperplane

∑4
i=1 xi = 1.) Notice

that this clique wrapper is a one-sheeted hyperboloid and the cliques of P4 are segments of its
rulers (i.e., lines that completely lie on the hyperboloid surface.) In general, a clique wrapper
is a hyperboloid-like surface in the (n− 1)-dimensional space and cliques are segments of lower-
dimensional hyperplanes that lie completely in the wrapper surface.

The main consequence of the introduced wrapper notion is that we can formulate now the
maximum weight clique problem as a least squares program, that is, finding a point of some
subset of Rn closest to the origin.

Definition 1 The indicator of a vertex subset S ⊆ V is a point xS ∈ Rn such that

xSi =

{
zi/W (S), if i ∈ S

0, if i ∈ V \ S.

It is easy to see that xS is the orthogonal projection of the origin onto the face of ∆
(w)
n formed

by S. So, xS is the point of this face closest to the origin. The distance is√∑
i∈S

(zi/W (S))2 =

√∑
i∈S

wi/W 2(S) = 1/
√
W (S).

Obviously, the heavier a vertex subset, the less the distance to its indicator and, hence, to the

face of ∆
(w)
n it forms. Therefore, we solve the maximum weight clique problem if we find a

common point of ∆
(w)
n and a clique wrapper closest to the origin.
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Figure 1: Standard clique wrapper of graph P4
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Theorem 1
1/ω(G,w) = minxTx, (5)

s.t. xTHx = 1, zTx = 1, x ≥ 0,

where H is an n × n real symmetric matrix such that hij = zizj if i = j or (i, j) ∈ E and
hij < zizj otherwise. The indicator of a maximum weight clique xQ is a global minimizer of (5).

Proof. Follows immediately from the definitions and propositions above. QED.

3 The relaxed least squares program

We will also consider the relaxed version of the program (5), where the nonnegativity constraint
x ≥ 0 is dropped. We can prove that such a relaxed program is enough to recognize a special
type of maximal cliques.

Theorem 2 Let Q be a maximal clique of the graph G(V,E) with the vertex weights w and H
be its wrapping matrix. If

∀i ∈ V \Q
∑
j∈Q

hijzj = Czi, (6)

where C is a constant, then the indicator of Q

xi =

{
zi/W (Q), i ∈ Q
0, i ∈ V \Q

is a stationary point of the program
minxTx, (7)

s.t. x ∈ WH(G,w).

Proof. Consider the Lagrangian of the program (7)

L(x, µ, η) = xTx− 1

µ
(xTHx− 1) + 2η(zTx− 1)

(we represent here the first Lagrangian multiplier as −1/µ and the second one as 2η for the sake
of convenience.) The stationary points are those satisfying the system of equations

1

2

∂L

∂xi
= xi −

1

µ

∑
j∈V

hijxj + ηzi = 0, ∀i ∈ V.

Let i ∈ Q. Then, since x is the indicator of Q,

zi/W (Q)− 1

µ

∑
j∈Q

ziwj
W (Q)

+ ηzi = 0.

Dividing this expression by zi and reducing the second term, we obtain

1/W (Q)− 1/µ+ η = 0.
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Now, let i ∈ V \Q. Then we obtain

− 1

µ

∑
j∈Q

hijzj
W (Q)

+ ηzi = 0.

If the equality
∑

j∈Q hijzj = Czi holds, then it can be reduced to

− C

µW (Q)
+ η = 0.

So, the stationary point criterion is reduced to two equations over two variables, and they are
satisfied by

µ = W (Q)− C, η =
C

W (Q)(W (Q)− C)
.

Since Q is a maximal clique and hij < zizj for any (i, j) /∈ E, we have W (Q) > C. Thus, this
solution does not contain a division by 0.

We have shown that under the imposed condition the indicator of Q satisfies the stationary
point criterion with the derived values of Lagrangian multipliers. QED.

We mention remarkable corollaries of Theorem 2.

Corollary 1 Let Q be a maximal clique of the graph G(V,E) with the vertex weights w such
that ∀i ∈ V \Q W (N(i)∩Q) = C, where C is a constant. Then the indicator of Q is a stationary
point of the program

minxTx, (8)

s.t. x ∈ W0(G,w),

where W0(G,w) is the standard clique wrapper of G(V,E).

Corollary 2 Let Q be a maximal clique of the graph G(V,E) such that ∀i ∈ V \Q |N(i)∩Q| = C,
where C is a constant. Then the unweighted indicator of Q

xi =

{
1/|Q|, i ∈ Q
0, i ∈ V \Q

is a stationary point of the program
minxTx, (9)

s.t. xT (AG + I)x = 1, eTx = 1.

4 Connection to the Motzkin-Straus theorem and QUALEX-
MS algorithm

In [2] we established the rescaled Motzkin-Straus formulation for the maximum weight clique
problem very similar in form to Theorem 1. We formulate it here again to show the direct
connection between these two formulations.
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Proposition 3 (Busygin [2]) The global optimum value of the quadratic program

max f(x) = xTA
(w)
G x (10)

subject to
zTx = 1, x ≥ 0 (11)

is
1− wmin

ω(w,G)
.

Also, there is a global maximizer, where the set of nonzero variables designates a maximum
weight clique and the value of each of those variables is

xi =
zi

ω(w,G)
. (12)

It is easy to see that A
(w)
G = H0(G,w) − wminI. For a clique indicator xQ the value of (10) is

1− wmin/W (Q). On the other hand, (xQ)T (wminI)xQ = wmin/W (Q). So, we may immediately
infer from here the first property of the clique wrapper: (xQ)TH0(G,w)xQ = 1 for any clique Q.

Another remarkable connection is Corollary 1 vs. the following theorem.

Theorem 3 (Busygin [2]) Let Q ⊆ V be a maximal clique of the graph G(V,E) such that

∀v ∈ V \Q : W (N(v) ∩Q) = C,

where C is some fixed value. Then the indicator xQ of Q

xQi =

{
zi/W (Q), if i ∈ Q

0, if i ∈ V \Q.

is a stationary point of the program

max f(x) = xTA
(w)
G x (13)

s.t. zTx = 1, xTx ≤ r2,

when the parameter r = 1/
√
W (Q).

5 How to find the stationary points

Now we consider finding stationary points of the relaxed program (7). First, we move the origin
into its orthogonal projection onto the hyperplane zTx = 1.

x0 = z/W (V ). (14)

That is, we introduce new variables x̂ = x− z/W (V ). This way we obtain

min x̂T x̂

s.t. x̂THx̂+ 2(x0)THx̂ = s, zT x̂ = 0,
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where s = 1 − (x0)THx0. We note that since x0 ∈ ∆
(w)
n , s ≥ 0 and unless the graph is

complete (which would be most trivial for the clique problem), s > 0. Now the second constraint
determines a linear subspace. The orthogonal projector onto it is a matrix P = (pij)n×n, where

pij =

{
1− wi/W (V ), if i = j
−zizj/W (V ), if i 6= j.

Thus, the program may be reformulated as

min x̂T x̂ (15)

s.t. x̂T Ĥx̂+ 2b̂T x̂ = s,

where Ĥ = PHP and b̂T = (x0)THP . The only remaining constraint is a quadratic equality.
Diagonalize its quadratic form performing the eigendecomposition

Ĥ = Qdiag(λ1, . . . , λk)Q
T ,

λ1 ≤ λ2 ≤ . . . ≤ λk,

and transform its linear form into the new eigenvector basis correspondingly

c = QT b̂.

Here we consider only eigenvectors whose corresponding eigenvalues and the linear form coef-
ficients are not zeroes simultaneously. Its number k ≤ n − 1 because the quadratic form was
projected onto an (n−1)-dimensional subspace. So, Q is the n×k matrix of eigenvectors (stored
as columns.) This way we formulate the program (15) in the eigenvector space

min yT y, (16)

s.t. yTdiag(λ1, . . . , λk)y + 2cT y = s, y ∈ Rk,

where
x̂ = Qy, y = QT x̂.

The Lagrangian of (16) is

L(y, µ) = yT y − 1

µ
(yTdiag(λ1, . . . , λk)y + 2cT y − s).

We take the Lagrangian multiplier as −1/µ for the sake of simplicity of further expressions. The
stationarity criterion

1

2

∂L

∂yi
= yi −

1

µ
(λiyi + ci) = 0 (17)

gives

yi =
ci

µ− λi
. (18)

Plugging these expressions in the constraint, we obtain a univariate equation

k∑
i=1

c2i (2µ− λi)
(µ− λi)2

= s. (19)
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Unless there is a degenerate case of multiple eigenvalues with ci = 0 corresponding to them, this
equation encodes all stationary points of the program (19). It is equivalent to a polynomial of
degree 2k, so there are not more than 2k stationary points to consider. First, we address the
intervals (λi, λi+1) where λi > 0. Let us prove that the left-hand side of (19) is unimodal on
each of these intervals. Denote

f(µ) =
k∑
i=1

c2i (2µ− λi)
(µ− λi)2

.

First of all, notice that
lim
µ→λ+i

f(µ) = +∞

and
lim

µ→λ−i+1

f(µ) = +∞.

Then we have

f ′(µ) =
k∑
i=1

−2c2iµ

(µ− λi)3
= 2µg(µ),

where

g(µ) =

k∑
i=1

−c2i
(µ− λi)3

.

Since µ 6= 0, f ′(µ) = 0 if and only if g(µ) = 0. Differentiating g(µ), we obtain

g′(µ) =
k∑
i=1

3c2i
(µ− λi)4

> 0,

which proves that g(µ) is monotonically increasing on each interval. Now, since

lim
µ→λ+i

g(µ) = −∞

and
lim

µ→λ−i+1

g(µ) = +∞,

g(µ) must have exactly one root on (λi, λi+1), which we will denote by µ∗i . Therefore, f(µ) is a
U-shaped unimodal function on each interval (λi, λi+1) where λi > 0 attaining the minimum at
µ∗i . If f(µ∗i ) < s, there are two roots, if f(µ∗i ) = s, µ∗i is the only root, and if f(µ∗i ) > s, there
are no roots on (λi, λi+1). Utilizing unimodality of f(µ), and boundedness of the interval, it is
easy to find µ∗i by the golden section method. Then, if f(µ∗i ) < s, we may use the bisection
method to find a root on (λi, µ

∗
i ) and (µ∗i , λi+1).

We are also interested in the interval (λk,+∞). As

lim
µ→λ+k

f(µ) = +∞

and
lim

µ→+∞
f(µ) = 0 < s,
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we immediately infer that there is always at least one root on this interval. Noticing that

f ′(µ) =

k∑
i=1

−2c2iµ

(µ− λi)3
< 0

for any µ > λk, we conclude that there must be exactly one root, which we will denote by µ∗k. It
is easy to establish an upper bound on it replacing all λi in f(µ) by λk and solving the equation
for µ > λk. Indeed,

∂

∂λi

2µ− λi
(µ− λi)2

=
3µ− λi

(µ− λi)3
> 0

if µ > λi, so plugging λk in f(µ) instead of every λi only increases the expression. Thus,

f(µ) <
k∑
i=1

c2i
2µ− λk

(µ− λk)2
.

Solving a quadratic equation

k∑
i=1

c2i (2µ̄− λk) = s(µ̄− λk)2

for µ̄ > λk yields the upper bound µ̄ on µ∗k. Then, either the bisection or some Newton-type
method can be used to find it.
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